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The Problem

Machine learning is vulnerable to adversarial examples

'University of Michigan

M WWASHINGTON Robust Physical-World Attacks on Deep Learning Visual Classification

:
‘\\\w Kevin Eykholt!, lvan Etimov?, Earlence Fernandes?, Bo Li3, Amir Rahmati4, Chaowei Xiao', Atul Prakash’, Tadayoshi Kohno?, Dawn Song? r‘v ‘ ﬂ D {
“University of Washington °University of California, Berkeley Q A

The Challenges of the Physical World
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Can we create physical adversarial examples?
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1) Viewer and Environmental Conditions
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2) Spatial Constraints 3) Limits of Imperceptibility
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4) Fabrication Error
Digital Picture Printer Result
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Experiments

Robust Physical Perturbation - RP,
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Model Physical Dynamics by Sampling Output SL'TSFTD
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1) Vary Viewing Distances and Angles

Attack Type | Success Rate | Attack Type |Success Rate
Camo Art 100% Right Turn 73.33%
Camo Art v2 80% Microwave 90%
Graffiti 66.67% Cup 71.4%
Subtle 100%
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